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Interplay of strongly correlated electrons and localized Ising moments in one dimension
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We study ground-state properties of a one-dimensional quarter-filled strongly correlated electronic chain
coupled to an antiferromagnetic Ising chain by the density-matrix renormalization-group method. We focus on
the case where large Coulomb interactions localize the charges on every other site. Both the electronic spins
and the Ising moments interact antiferromagnetically within each chain. Since the number of electrons is half
as that of Ising moments, the two intrachain Néel orders are incompatible and compete with each other. When
the Ising chain is ordered (gapped), the electrons are magnetically frustrated, which is reflected in the nearly
degenerate energy levels with different magnetization. The resultant magnetoelectric effect is elucidated as a

suppression of a charge gap by the magnetic field.
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I. INTRODUCTION

Physical properties of electrons coupled to localized spins
have long been studied in various systems, from Kondo
chains in heavy-fermionic systems,' double-exchange sys-
tems (DEX) in manganites’ to 7-d systems of molecular
solids.3 It is worth noting that negative giant magnetoresis-
tance (MR) effect in DEX system provided a mechanism to
tune the electronic degrees of freedom by the magnetic
field.>” The author and the co-workers tried to figure out
another possible mechanism of negative MR by considering
a Kondo chain including Coulomb-interaction terms, which
we call an extended Kondo lattice model (EKLM).® The
EKLM was studied with in mind the giant negative MR
found in a one-dimensional (1D) organic solid called phtha-
locyanine salt, TPP[Fe(Pc)(CN),],.” The phthalocyanine salt
is a quarter-filled mr-electronic system which includes a lo-
calized Fe d spin on the same TPP molecule.'” The 7 elec-
trons have charge order and it is stabilized by the m-d inter-
action, which is successfully explained by EKLM.®
However, the EKLM turned out to be different from the ex-
perimental situation mainly in two points; the localized mo-
ments of TPP[Fe(Pc)(CN),], have highly anisotropic g
factors,!! and between them, there exists direct interactions.
However, in the EKLM the localized spins have SU(2) sym-
metry and do not have the direct interaction with each other.
Therefore we revisit this problem by taking into account the
above experimental factors.

The present paper deals with electronic and Ising chains
which are interacting ferromagnetically. We focus on the
strong-coupling case where the electrons are localized (insu-
lator). Then the system is essentially regarded as double spin
chains which have different periodicity of antiferromagnetic
intrachain correlation. These correlations compete through
the interchain interactions, and when Ising moments are Néel
ordered, the electrons become “magnetically frustrated.” The
paper is organized as follows: Sec. II explains the model and
details of the numerical analyses and Sec. III shows the
ground-state phase diagram. Section IV is devoted to the
clarification of the magnetic properties of the electrons, and
finally the external magnetic field is introduced in Sec. V. It
turns out that the “magnetic frustration” leads to a nontrivial
magnetoelectric effect.
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II. MODELS AND METHODS

We consider 1D Ising spin chain and electronic chain
which are interacting by the Hund’s coupling —J <0 at each
lattice site. Within the chain, the Ising moments interact an-
tiferromagnetically by J' >0, while the electrons have strong
on-site and intersite Coulomb interactions, U and V, respec-
tively. The Hamiltonian reads

H =Hyubb + Hising + Hy>

Hhubb = — 2 (fCl‘—O_C]o. + HC) + E Vl’lln] + E Ul’l]Tl’l]l,
({ij)o (ij) Jj

Hlsing = E JISlzsj,
Cij)

H == > IS, (1)
J

Here, the operators ¢ s s and sj denote the annihilation, the
number, and the z component of the spin at jth site for elec-
trons, respectively. We define the magnetization of electrons
as M, =2 s;, and the magnetic density as m¢=M /N, where
N is the system size. The z component of the localized Ising
moment is represented by Sj: +1/2 and (ij) denotes indices
of nearest-neighbor pair sites. We focus on the case of
quarter-filling of electrons where 4k instability of the charge
degrees of freedom is significantly large.

At J=0, each of the decoupled chains has well-defined
ground state. The Ising chain is a gapped spin system with
Néel order which has 4k periodicity, (1] 1 |--+). The Fermi
wave number, kp=1/4, is defined by the filling factor of
electrons. On the other hand, the weak-coupling region of the
electronic chain is a Tomonaga-Luttinger liquid (TLL). At
quarter-filling, a charge gap opens when the interactions be-
come as large as U=4t and V=2+'21* In this ordered
(gapped) state, the electrons localize on every other site. The
effective antiferromagnetic interaction between the spins of
these electrons is given as, Joy=r*/UV?, which leads to
2k p-spin-density-wave (SDW) correlation, [|o ] e---]. Here,
1 and | correspond to up and down spins, respectively, and ©
the absence of charge. Once J is switched on, (1| 7 |---) and
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FIG. 1. (Color online) (a)—(d) Representative
configurations of localized moments and elec-
trons in the strong-coupling region. (e) Energy
per site as a function of 1/N at U/t=8, V/t=4,
and J/r=1 (charge-ordered state). System-size
scaling is given for four different series; odd N
with N,=N/2, N,=N/2+1, and even N with N,
=N/?2 for either (1] [ 1)- and (11 | |)-Ising spin
configurations.
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[JoTe---] along the Ising and electronic chains become in-
compatible. Namely, J favors electronic spins to follow the
Néel order of Ising moments and to align ferromagnetically
as [|o | o---]. Therefore, the competition of J ¢ with J" and J
arises. Such situation is given schematically in Fig. 1(a).

Another reference system is the EKLM in Ref. 8. This
model is realized if we replace the interaction of Eq. (1)
between electrons and localized spins by that of the SU(2)
symmetry, and take J'=0. The role of the quantum fluctua-
tion of the localized spins shall be discussed shortly by com-
paring these two models.

Eigenwave functions of Eq. (1) are a direct product of
Ising spin and electronic wave functions. In general, ground
state is a superposition of such several different direct prod-
ucts. However, Hamiltonian of Eq. (1) does not mix different
Ising spin configurations. Therefore, instead of directly cal-
culating Eq. (1), we can consider the extended Hubbard
chain in the presence of periodic field, described by another
Hamiltonian

Har= Mo — 2 Wis3. (2)
J

Here, W;=J(S:) is the on-site “magnetic field” created by the
localized Ising moments. The energies of Eq. (1) under all
the possible Ising spin configurations are separately obtained
as sums of Eygno=(Higing) and E¢=(H,)) from Eq. (2). Then,
the lowest energy state among them gives the ground state.
We usually do not have superposition of different Ising con-
figurations, except when different configurations give exactly
the same energy (which only occurs by accident at finite-
system-size calculation).

As a ground-state solver, we use the density-matrix
renormalization-group analysis (DMRG)."> If DMRG is
straightforwardly applied to Eq. (1), one finds difficulty in
optimizing the Ising configurations. This is because quantum
fluctuation which works to improve the selection of the basis
in the local update processes is present only in the electron-
hopping term. Thus, by calculating Eq. (2) instead of Eq. (1),
we can avoid solutions with local-energy minimum which
are not the true ground state. Our calculations are developed
as follows; (i) assume several different configurations of
Ising moments, (ii) calculate H,; in DMRG under the poten-
tials from each of these configurations at several system size
N, and obtain the energy per site in the bulk limit by the
finite-size-scaling analysis, and (iii) add to (H,;) the interac-
tion energy of Ising moments, Eygno=(Higine)» and get the

lowest energy state as a function of J'. Regarding the Ising
spin configuration in (i), we consider up to 16-fold periodic-
ity, and it turns out that the states which have twofold or
fourfold periodicity give the lowest energies [see Fig. 1(a)].
We thus focus on (TT11), (11T, (1771, and (TTTT)
configurations.

Figures 1(a)-1(d) show the representative configurations
of Ising moments combined with the unpolarized antiferro-
magnetic (denoted as AF, m.=0) and fully polarized ferro-
magnetic (denoted as F, m,=0.25=m,,) electronic states. In
the ground-state phase diagrams of Sec. III we consider only
the AF- and F-electronic states, which allows for the system-
atic finite-size scaling in (ii). We confirmed in advance that
the states with ferrimagnetic Ising moments, e.g., (1171]),
are not ground states for the range of parameters considered.
In Sec. V, we also include the Ising configurations up to
32-fold periodicity and calculate the m. dependence by fix-
ing N, in order to examine the effect of magnetic field.

In finite systems with open boundary condition, charges
have the largest density at both edge sites. When charges are
ordered, they tend to localize on every other site, starting
from both ends. A calculation on even-N chain yields a kink
structure at the system center, e.g., for N=8 we find (sceo
oeoe) where ¢ and ° are the charge-rich and charge-poor
sites, respectively. In such a case, the amplitude of the charge
density is gradually suppressed toward the center site. If we
calculate the odd-N system, this kink disappears, and while
the electron number deviates by one from that of the
quarter-filling,'® it is negligible in the bulk limit as
(N,£1)/N=N,/N at N—o. The results of the finite-size
scaling of Hg up to N=97 with both odd and even N are
presented in Fig. 1(e). The calculation is given in the charge-
ordered state for (1| |7) and (17 ]|) configurations which
are equivalent in the bulk limit, and at N— % the energy per
site of the four cases in the figure coincides within <107z.
Therefore, energy in the bulk limit is safely obtained.

The (11 |]) phase shall be regarded as paramagnetic (it
actually corresponds to the paramagnetic phase of the Kondo
lattice model), since (7] [ 1), (11 |]), and also their mixture
dominate the quasidegenerate lowest energy levels at finite
system size. These states have intrinsically the same nature
and are represented by the (17 ]]) state. In fact, the Ising
spin is gapless (or nearly gapless) in this phase (see Secs. IV
and V).

By introducing finite J' in (iii), the energy density of
(11 7])and (17 17) states shifts by —J'/4 and J' /4, respec-
tively, whereas that of the (11 | |) state does not change. The
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lowest energy state among the calculated candidates is thus
obtained as functions of U, V, J, and J' at fixed t=1.

III. PHASE DIAGRAM

A. Comparison of the ground state of the Ising and SU(2)
localized moments at J' =0

We first present in Fig. 3(a) the phase diagram at J' =0,
i.e., when the direct interaction between Ising moments is
absent. This diagram is to be compared with the case of
EKLM which has the SU(2)-localized moments.® At small J,
the (77 ]/)-Ising moments couple with the AF-electronic
state which has 2kz-SDW correlation, which undergoes a
phase transition into the (77 17)-Ising moments with fully
polarized electrons. This situation has good correspondence
with the EKLM; the present (11 ]]) and (71 171) states are
interpreted as paramagnetic and ferromagnetic states in
EKLM, respectively. In the Ising case, the phase boundary
shifts to about four times larger value from the SU(2) one. In
order to understand this, let us consider the noninteraction
case, U=V=0. In the EKLM, the ferromagnetic state at large
J is characterized by singlet pairs of electrons and localized
moments, and the rest of the moments (the electron number
is half the number of localized moments) are fully polarized
by the hopping of singlets.!” One can roughly estimate the
energy of the paramagnetic and the ferromagnetic states as,
€para ™~ —4 \2t+% and ego~—41—1, respectively. At J~21, a
phase transition takes place. On the other hand, in the Ising
case, the band structure is modified under the periodic poten-

tial of Ising spins. The energies are given as e(T71]])~
—\/IJ—;+2t+ f;§+2[ and e(TT711) ~—4t—f. The level cross-
ing occurs at J/¢~ 6, which is consistent with the phase dia-
gram. In this way the lack of quantum fluctuation of the Ising
moments leads to e(T1 | |) <epu,, which originates mainly
from the large energy gain of J term in the (11 |]) state.
This is because (171 | |)-AF state is a band insulator at small
U and V [while the paramagnetic SU(2) case is a metal]. The
energy band splits into four isolated bands under the fourfold
periodic potential and the lowest band is completely filled.

Right panel of Fig. 3(a) shows the J/¢ dependence of
energies at U=V=0 for all different Ising configurations up
to 16-fold periodicity. At J=0 all Ising configurations are
degenerate, which are separated into several sectors at J>0.
The (1] | 1) state which corresponds to the (17 | ]) state in
the phase diagram has a lowest energy and is well separated
from other ferrimagnetic or antiferromagnetic state, except at
J/t<0.005 where a small ferrimagnetic region is found. The
energy differences are relatively small at U=V=J"=0, and
within the present scheme one cannot completely exclude the
possible existence of many phases other than (771 | ]) in the
bulk limit. Whereas, once U, V, and J' become finite, the
energy separations of (11]]), (11 7]), or ferromagnetic
Ising states increase due to large commensurability energy
gain in the electronic part, and the phase diagram is well
defined.

B. Phase diagram of localized Ising moments

In the next step, we include the J' term and find that the
ground state undergoes a phase transition into another mag-
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netic state. Figure 3(b) shows the phase diagrams classified
by the configuration of localized moments on the plane of J
and J' at several fixed values of U and V in unit of z. Inter-
action energies of the Ising moments for configurations
(TLTD, (111D, and (TT71T) are Eypg/ N==J'/4, 0, and
J'/4, respectively. Therefore, by the introduction of J',
(11 11]) state which gains the energy replaces the others. The
boundary of (1] 7]) and (17 ]|) phases are approximately
given as J~4J', which is understood by the comparison of
magnetic energies of (1| T/)-AF and (71 | ])-AF states in
Fig. 1(a); the Ising moments have interaction energies,
Eygng/ N=J"/4 and 0, respectively. As for the J term, we
straightforwardly get E;/N=0(1| 1 |-AF) and
J/18(11 | |-AF). However, as we see in Sec. IIT [Fig. 3(d) at
mg=0], the amplitude of electronic spin moment in (17| /)
state is (s,)~0.25, which is about half the expected value.
This is presumably because the electrons are relatively delo-
calized to the neighboring site (since one of the neighboring
sites has the same potential). The resultant E;/N of (17 ]])
AF is J/16, and after the comparison of Eyn,+E; in both
states, the phase boundary falls on J=4J'.

The phase boundaries are influenced by the electronic in-
teractions as well. By comparing the phase diagrams we find
that U stabilizes (17 1 1)-F state. This is because the exclu-
sion of double occupancy due to U favors magnetism. On the
other hand, (1| 7])-F state (m.=m,,=0.25) is stabilized by
both U and V. When the electronic spins are the fully polar-
ized, J works as potentials to pin the electrons on every other
sites, which favors charge order. Typical example is (1] T])
F with large U and V. This fact is also confirmed in the
Monte Carlo study at finite temperature as an enhancement
of charge-order correlation by J in Eq. (1).'® Thus U, V, and
J cooperatively stabilize charge order, which is consistent
with the results of EKLM.®

Phases (T 7/) and (17| ]) at U=8 given in Fig. 2(b) are
insulators. We confirmed this by the finite-size scaling analy-
sis on the charge gap for several choices of parameters. The
region of U/t=4 and V/t=2 is an insulator at J=0.'> The
introduction of J# 0 stabilizes the insulating phase for both
cases, (1] 7]) and (17 ]]). In the next section, we discuss
the magnetic properties of these insulating phases.

IV. MAGNETIC PROPERTIES
A. Competing magnetic orders

The ground-state phase diagrams are basically dominated
by (11 1]) and (77 |]) phases. So far, in these phases the
spin-unpolarized my,=0 (AF) and fully spin-polarized m,,
=m, (F) electronic states are examined. In the next step, we
calculate m, dependence of energy by DMRG. Here, we
focus on the large U and V regions where the system is a
charge-ordered insulator. The nontrivial competition among
J, J', and J discussed in Sec. II shall be examined explic-
itly, where J. is the effective interaction between electronic
spins localized on every other site. Figures 3(a) and 3(b)
show the electronic energy per site, E(m.)/N under the
above mentioned two different configurations for several
choices of J at N=64, U/t=8, and V/t=4. In the (1] T])
state, the functional form of E(m;) is flattened as J increases.
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FIG. 2. (Color online) (a) Phase diagram at J' =0 on the plane of
U/t and J/t for V/t=1, 2. Phase boundary of the extended Kondo
lattice model in Ref. 8 is plotted together for comparison. Right
panel shows the electronic energy per site for all different configu-
rations up to 16-fold periodicity of Ising moments as a function of
J/tat U=V=0 and at N=24. (b) Phase diagrams on the plane of J/¢
and J'/t for U/t=0, 2, 4, 8 and V/r=1, 2, 3, 4, 5. The dia-
grams are separated into four regions, (17]]) AE, (1] 1]) AF,
(11170) E and (1717) F, which are shown schematically in Figs.
1(a)-1(d). Here, AF and F denote the unpolarized and fully polar-
ized electronic spins, m,=0 and 0.25, respectively.

Contrastingly, E(m,)) of the (17 ]]) state becomes a more
rapid increasing function at larger J.

The charge and electronic spin densities at my=0 and m,,
under (1] 71) and (17 ]]) configurations are given in Figs.
3(c) and 3(d). The spin densities differ significantly between
the two figures; at m,=0, (1| T]) state has small amplitude
of (s,) compared to that of (11 ||). The 4k, periodicity of
(71 171) has misfit with the 2k correlation [ | ° 7] along the
electronic chain. Therefore, (s.) is rather suppressed due to
the magnetic frustration between two different chains. In
contrast, in the (11 ] ]) state the 2kg-antiferromagnetic cor-
relations along both chains cooperate and enhance the ampli-
tude of the spin moments. When the electrons become fully
polarized at m,=m,,, the magnetic frustration in the former
(71 1)) state is resolved so that the difference between the
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two configurations becomes almost negligible.

The spin gap is shown in Figs. 3(e) and 3(f) as a function
of J/t at U/t=8 and V/t=4, which is obtained after the ex-
trapolation to the bulk limit. Both cases starts from a gapless
state at J=0. Under (1] 1 |) configuration, a small gap opens
first and then closes again already at extremely small J. As
for the (17 ] |) case the spin gap continues to increase as a
function of J. These results are consistent with the findings in
Figs. 3(a) and 3(b).

As we discussed in Sec. III, charge order is stabilized by
the polarization of electronic spins in both (7] 1]) and
(171 11]) cases. Actually, the amplitude of {(n;) increases with
increasing my,. It is interesting to find that (n;) does not seem
to differ between (7] 1]) and (77 |]) cases even at small
mg where the magnetic properties of the two significantly
differ. Namely, at quarter-filling the charge degrees of free-
dom is approximately decoupled from the spin degrees of
freedom. This does not hold off quarter-filling which we dis-
cuss in Sec. V.

Spin gap on the Ising chain is defined by Apg,=Eq(S,
=1, Sz:O) _Eel(Szzo’ sz=0)+Elsing(Sz= 1)_Elsing(Sz=O)’
where the first two terms are the energies of electronic chain
under different Ising configurations, and S./s, are the total z
component of Ising/electronic spins. At J=0, the gap is that
of the isolated Ising chain, and (7] 1) and (17 ]]) states
have Ay,,=J" and 0, respectively. At J>0 the gap has con-
tributions from the electronic energies, and we find that
(T117])and (17 ] ) states remain basically gapped and gap-
less, respectively. The evaluation of Ising gap after the size
scaling yields Ay, = O(J)+J" for (1] 1)) state and Aygp,
<0.05¢ (even if gapped, it remains one orders of magnitude
small compared to J) for (17 | |) state, which are consistent
with the magnetic phase diagram in Sec. V.

B. Strong-coupling approach

In order to understand the nature of such spin degrees of
freedom in the insulating states we derive the effective
Hamiltonian of the electronic spins by the perturbative ap-
proach. We start from the strong-coupling limit,
U/it,Vit,UlJ,VIJ— o, where the charges localize on every
other site as shown in Figs. 4(a) and 4(b). At the first-order
perturbative level of J, the Hg,, term in Eq. (1) works as an
effective internal magnetic field, H.y, on these electronic
spins. Then electronic system is described by a noninteract-
ing SU(2) spin chain under the (internal) magnetic field.
Spin-exchange interactions within the electronic chain ap-
pear in the perturbation processes at fourth order of . Figure
4(c) shows processes which mix the adjacent spins (by two
lattice spacing). Then, H, in Eq. (2) is transformed to the
effective Hamiltonian given as

Heff = E

Jj=21 (I=integer)

(V25785 + Jaii(s78700 + 575710) = 55Hege(1)].

(3)

Here, H. is a [-dependent internal magnetic field from the
localized Tsing moments. For (7] 1) state we have

J: —2—#( ! + ! )
Ty \w+a2)?  (v-Jr2)?)
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FIG. 3. (Color online) Panels (a) and (b) are the m,; dependence of energy per site, E(my)/N, at N=64 with (1] 7])- and (11 | |)-Ising
spin configurations, respectively, at U/t=8 and V/r=4 for various choices of J/¢. Panels (c) and (d) are the local charge and spin densities,
(n;) and {s7), which correspond to (a) and (b), respectively, at J/¢=0.05. Panels (e) and (f) are the spin gap in the bulk limit as a function of
Jitat U/t=8 and V/r=4 for (1| 7]) and (17 |]) cases. Panel (g) gives the effective spin-spin interaction J g evaluated using Egs. (4) and

(5) as a function of J/t at U/t=8 and V/t=4.

LAt
Jetr= 77 A 20
¢ U V-=(J/2)

J
H eff = E > (4)
where J% > J .. Therefore, the system is an XXZ-spin system
with Ising anisotropy in the uniform magnetic field. When
finite J is introduced the spin gap opens, which, however, is
suppressed immediately by the magnetic field when J in-
creases further. We show J’s as a function of J/¢ in Fig.
3(g) evaluated from Eq. (4) at U/t=8 and V/r=4. Actually,
the increase in J. is slower than that of H . Therefore, even
though the anisotropy of interaction, J%/Jy;, increases as a
function of J, the uniform magnetic field H¢ has larger mag-
nitude and the spin sector is gapless.
On the other hand, the (17 ] |) Ising configuration yields
the following effective parameters:

¢ V2 (V+JR2)? [U+J2

[ 1 1 ] 1
+| =+ ,
V2 o(v=J2)?|u-Jn2

P - L]
TNV (VDU +J12) " (V=D)(U=J/2)

1 1
* (V+J12)X(U+J12) " (V=J2)X(U=J2) }

4
Heff:(—)ll J+[L+ ! } d
2 V2 (V42?2 U+ T2

[RSR R
v womru-n|

This time we have J%;<J, and the system is interpreted as
an XXZ-spin chain with XY-anisotropy (TLL) placed under
the staggered magnetic field. Figure 3(g) shows J.4's as a
function of J. Again, the internal field overwhelms the effec-
tive spin interactions. The Néel order is stabilized, which has
larger spin gap compared to the (1| 1) state [see Fig. 3(f)].
This is because the antiferromagnetic correlation on two
chains cooperate by J. The large (s,) of local moments in the
DMRG calculation in Fig. 3(d) actually supports this sce-
nario.

At J=0, the effective Hamiltonians, Egs. (4) and (5) are
reduced to the simple Heisenberg spin Hamiltonian without
the magnetic field (H.z=0), which has a SU(2) spin-spin
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Vit for (a)(T] 7]) and (b)(17|]) configurations, where the Ising
moments work as internal uniform and staggered field to the elec-
tronic spins, respectively. Panel (c) is the fourth-order perturbative
process by the hopping of electrons. The processes themselves are
common between (a) and (b) while the energy of the initial, final,

and intermediate states in the processes differ due to different con-
figuration of Ising moments.

e ool

interaction, JSg=Jx=1*/(UV?) = J%;, which we mentioned in

Sec. II. The SU(2) symmetry of J. at J# 0 is thus modified
to a Z(2) one by the localized Ising moments.

V. EXTERNAL MAGNETIC FIELD

A. Phase diagram under external field

Finally, we introduce the external magnetic field, H, to the
present system. Figure 5(a) shows a phase diagram on the
plane of J'/t and H/t for several choices of J at N=64. We
consider the Ising configuration up to 32-site periodicity, all
possible degrees of electronic polarization, m,, and deter-
mine the lowest energy state. The phase diagram is classified
into four parts; at small J' and H~0, the (77 ]]) phase
exists, which is immediately replaced by the ferrimagnetic
phase at finite H. These ferrimagnetic states are periodic
ones, e.g., those with fourfold, (11 1), or eightfold period-
icity, (1T71717171]). The magnetic moments on both chains
saturates at H,~4J+2J' [which is the onset of ({1 77)-F
state]. At larger J', the (1] 1) phase extends from H=0
toward finite H.

Here, again (1] 1) and (71 | ]) states significantly differ
regarding the instability against the external magnetic field.
The former sustains at 0=H = H_, whereas the latter is un-
stable and disappears at finite H. This is because the Ising
chain is gapped in the former and is gapless in the latter. In
the former (7| T ]) phase the Ising-Néel order is stable while
gapless electronic chain (see Sec. IV) is gradually magne-
tized with H. One can adopt the magnetization curve in Fig.
5(b) to the (1| 1)) phase in Fig. 5(a) along the H/t axis
regardless of the value of J'/t. As we saw in Fig. 3(a) the my
dependence of energy of this charge-ordered state became
nearly flat as J increased. Therefore, the Zeeman term of the
electronic spins “absolves” the effect of the external mag-
netic field before the localized spins start to flip at H=H,
[which is a (7] T])-ferrimagnetic phase boundary in Fig.
5(a)].

B. Charge gap under the external field

We discussed in Sec. IV [Fig. 3(c)] that the degree of
charge disproportionation in the (7| T])-charge-ordered
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FIG. 5. (Color online) DMRG results analyzed by the combina-
tion with the external magnetic field (H) at U/t=8, V/t=4, and N
=64. Panel (a) is the phase diagram on the plane of J' and H. Panel
(b) gives the magnetization, m, of the (1| 1 |) phase at the small H
(the corresponding region is indicated by arrows above the phase
diagram).

state increases by the polarization of electronic spins. There-
fore, the charge gap is also expected to increase with m,. We
calculate the energy gap A,=E(N,—1)+E(N,+1)-2E(N,) as
a function of mg. In evaluating A, at (N,,m,) with N,
=N/2, we take either of the magnetic polarization mg* 1
which gives the lower energy in both the electron-doped
(N,+1) and hole-doped (N,—1) states. The result as a func-
tion of m; is shown in Fig. 6(a) for several choices of J. As
expected, the fully polarized state has larger A, than the
unpolarized state. However, at intermediate 0 <m <m,, we
find significant decrease in A. The decrease is several orders
of magnitude larger compared to the variation in A, induced
by J at mg=0 [see the lower panel of Fig. 6(a)]. Since A,
decreases the most significant at J=0, it is not attributed to J.

Let us examine the particular m, dependence of A,. Fig-
ure 6(b) shows the contributions from interactions and ki-
netic energies [i.e., U, V, J, and ¢ terms of Eq. (1)] separately
as functions of m, denoted as Ay, Ay, A, and A,. As mg[
=(N,;—N,|)/2] increases, effect of Pauli’s principle becomes
pronounced; the number of particles which can have double
occupancy decreases, and the kinetic-energy gain becomes
small. Thus, the corresponding energies, A;; and A,, needed
to add one particle (electron or hole) increase and decrease,
respectively, by m,. Then, at my~m/2, Ay changes sign
from positive to negative, namely, the degree of double oc-
cupancy of charges increases by adding particle at my
<myy/2, while it decreases at mg > m, /2. Accordingly, A,
changes sign oppositely near this point. From these results,
the following two different pictures on the rearrangement of
electrons are obtained. At mg<my,/2, the (N,*1) states
become metallic by itinerating more charges than the (N,)
state, where the system can gain kinetic energy (E,<0)
which overwhelms the interaction-energy loss (Ay,A;>0).
On the other hand, at mg>m,,/2, the system rearranges the
charge distribution in such a way to increase the charge-order
amplitude (Ay,A;,;<0) by sacrificing the kinetic-energy loss
(A,>0). At my~my,/2, the crossover between these two
pictures takes place and |A,|, |Ay|, |Ay| takes roughly the
minimum. Therefore, at this point, the degree of rearrange-
ment of electrons through (N,) — (N,*= 1) is the smallest.

s
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FIG. 6. (Color online) Panels (a) and (c) are “energy gap” in the
(11 11) state at H=0 (A without the Zeeman term) and H# 0 (Ay
including the Zeeman term) as a function of m and H, respectively,
where (c) corresponds to the charge gap under the magnetic field.
The charge gap (A, at mg=0) at H=0 as a function of J is shown
together. Panel (b) is the decomposition of A, into Ay, Ay, A,, and
Aj, which are the contributions from U, V, J, and 7 terms in Eq. (1).
(The upturn/downturn of Ay/A, at my=0.2 is related to the signifi-
cant enhancement of ground-state charge order at mg ~ m, and is
not explained in the main text for simplicity.)

Namely, the ground state is the most close to the metallic
excited states and thus the charge gap is minimized. As
shown in the lower panel of Fig. 6(b), the intersite contribu-
tion, A,+Ay, and the on-site contributions, A, +A;, are con-
vex downward and upward functions, respectively, and since
the former has large amplitude, A, is convex downward and
takes the minimum at mg ~ 1,/ 2.

The convex downward functional form of A is the most
significant at /=0, while its both edges have the comparable
values, Ay(mg=0)~Ay(mg=m,). When J>0, Kinetic-
energy gain is significantly suppressed at m. >0, since the
polarized electrons are pinned on every other site by local-
ized moments. Thus, E, of the (N,+1) state at my,>0 in-
creases with J, particularly at smaller m, which was origi-
nally more itinerant. Then, the convex functional form
dissolves and A, is gradually transformed toward a mono-
tonically increasing function of mg with increasing J.

Next, we include the Zeeman term and calculate the
charge gap against the external magnetic field, which is de-
noted as Ay. Reflecting the functional form of A, it appears
as a convex-downward function as shown in Fig. 6(c). Here,
for the doped cases we again choose either of the m,=* 1
which gives the lower energy including the Zeeman terms.
Notice that we neglect the orbital effect under the external
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field, which we consider to be small in one dimension. Par-
ticularly at small J/¢, Ay continues to decrease significantly
toward H/t~0.1-0.2. Going back to the phase diagram in
Fig. 5(a), we can expect that the upturn of the gap does not
appear in overall in the (1| T ]) phase, H=H.~J' <0.1.

In this way, owing to the stable (7] 1 |)-Ising state, the
magnetic field works only on the charge-ordered electronic
chain and suppresses the charge gap Aj. The corresponding
negative magnetoresistance shall be expected which has ori-
gin different from the double-exchange systems.

VI. SUMMARY AND DISCUSSIONS

In the present paper, we disclosed the intriguing interplay
of magnetic and electric properties of the quarter-filled
strongly correlated electronic chain coupled to the Ising mo-
ments. Almost regardless of the details of the electronic state,
the ground state is in overall classified by the two different
configurations of Ising moments, (17 ]]) and (7] 1]) at J
=4J" and J=4J', respectively. The former is an analog of
the paramagnetic state in the Kondo lattice model which has
Ruderman-Kittel-Kasuya-Yoshida  (RKKY) interaction
through J. The latter is stabilized by the direct interaction
between Ising moments, J'.

The main focus is an interplay of spin and charge degrees
of freedom in the insulating charge-ordered state at large U
and V. In the strong-coupling picture, electrons are localized
on every other site, whose spins are interacting antiferromag-
netically via J. The Ising moments work as effective inter-
nal field |H 4 ~J/2 to these electronic spins. At the same
time the Ising moments modify the symmetry of the interac-
tion, J.g, from SU(2) at J=0 to Z(2). Thus, the electronic
spins coupled to (1] T]) moments behave as an Ising XXZ-
spin system under uniform magnetic field, while the ones
coupled to (77 ]]) moments as an XY-spin system under
staggered magnetic field. The Ising chain is gapped (1| T])
and gapless (771 | ]), whereas electronic chain is vice versa.

The more intuitive description is given in the following.
The period of antiferromagnetic correlation [ | 7°] of elec-
tronic chain differs by twice from that of Ising chain (7| 1),
while the same as (17 | |). In the former (T | 1) case, due to
the magnetic misfit (or frustration) of two chains, electronic
chain becomes magnetically fragile under the Néel order of
Ising moments. The magnetic field gradually magnetizes the
electronic chain and suppresses the charge gap, while the
Ising-Néel order sustains. Contrastingly, the latter gapless
(77 | ])-Ising state is easily destroyed by the external mag-
netic field.

We conclude that the present two-chain system has a par-
ticular competition of J, J', and J., which allows for the
coexistence of completely different magnetic properties be-
tween the Ising and electronic chains, namely, either is
gapped and the other is gapless. In other words, Néel orders
of the two chains are incompatible. When the Ising chain has
a Néel order (1] 7]) due to J', the electronic chain is mag-
netically frustrated and shows nearly degenerate energy
structure as a function of my.

The similar picture shall also be found in EKLM. Para-
magnetic state of EKLM corresponds to (11 ]]) in the
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present study. The (11 | ]) order is weakened in EKLM by
the quantum fluctuation to the antiferromagnetic correlation
which cooperates with J.¢ via RKKY interaction.'” When J
becomes large, the SU(2) spins form singlets with the elec-
trons, which propagate and stabilize ferromagnetism.!”
Therefore, if one includes the direct interaction, J’, between
SU(2) spins, it favors antiferromagnetism and competes with
the J-induced ferromagnetism. Thus, a similar magnetic frus-
tration may appear. However, such physical picture shall be
rather blurred by the quantum fluctuation [SU(2)]. The
present Ising spin system has a more serious frustration ef-
fect, which may lead the electronic system to a sensitive
response to the magnetic field. While the DMRG study on
the ferromagnetic KLM, a SU(2) version of the present
model, is previously carried out, they focus on large J>¢
region'® in the context of manganites, whose picture regard-
ing the origin of charge order and magnetism are completely
different from the one presented here.

Finally, let us examine the relevance of these results with
the experiments on the TPP[M(Pc)(CN),],, M=Fe,Co."
The Co salt is a pure electronic chain (J=0 in the present
model), which is a good reference system to analyze the
effect of localized moments. Both salts have semiconducting
temperature dependence of resistivity. The Fe salt shows a
large negative MR which amounts to p(H)/p(0)~ 1072,
where p(H) is the resistivity under the magnetic field H. The
experimental findings are summarized as follows. (1) The
activation energy derived from resistivity data are A,
~ 1073 and ~1072 eV for Co and Fe salts, respectively.’ (2)
Localized moment has anisotropic g values, g, ~3.6 and
g1~ 0.5—1 which are roughly perpendicular and parallel to
the molecular axis, respectively. This anisotropy is explained
in terms of spin-orbit coupling and the resultant magnetic
moment is S=1/2.!" (3) Magnetic susceptibility shows a
large anisotropy, x,/x;>>5, and y; gives similar values with
the Co one.” (4) Residual magnetization is observed at T
<12 K, which is attributed to the ferrimagnetism of 7 elec-
trons by the torque experiment.?’ (5) MR is not scaled by the
magnetization and shows large-T dependence.”! (6) Phase
transition is absent (in contrast to DEX), namely, the sce-
nario of the competition of two different orders are not ap-
plicable. (7) MR is relevant when Fe ion is partially replaced
by Co ion, e.g., even when the degree of replacement is as
large as Fe((7C0p.03, the MR amounts to p(H)/p(0) ~0.5.22
(8) Magnetization of electrons gradually increases with H
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and that of the Fe moments starts at H,~ 15 T.? (9) Ground
state of the electronic chain is weakly charge ordered which
is observed by the nuclear quadrupole resonance study.?!

The factors (2) and (9) are taken into account in the
present model. The parameter values estimated from the ex-
tended Hiickel calculation, ab initio calculation, and by the
reflectance spectra give t~0.1 eV, J~¢/10, and J' ~J/3,
where J and J' are Hund’s and exchange coupling constants,
respectively. If we put these parameters in the phase diagram
of Fig. 2(b), it is located within the (1| 7 ]) phase. Magnetic
properties of electrons behave quite sensitive to U and V;
when U=8 and V=4, the system is in the vicinity of the
AF-F phase boundary in Fig. 2(b). Figure 3(a) shows that m,,
dependence of energy is small. Then, the ferrimagnetism of
7 electrons is possible, which is consistent with (4). The
external field gradually magnetizes the 7 electrons, and the
onset of flipping of localized moments, H,~0.01 T in (8) is
consistent with the phase diagram in Fig. 5(a) (at J'/t
~0.1/3). In this way, we reach the picture that electrons of
the phthalocyanine Fe salts show fragile magnetic properties
while the Fe moments have the stable antiferromagnetic or-
der due to J' in the ground state. Actually, (4) is well ex-
plained as a weak ferrimagnetism of electrons under mag-
netic frustration.

However, there still remains some issues to be clarified; in
our model, the charge gap decreases with H, while it does
decrease even at J=0. Therefore, J does not seem to favor
the suppression of charge order by the magnetic field. The
Co salt (corresponding to J=0) shows a small but positive
MR.2! which is incompatible with our results. Also the
present model which focuses on the particular density of d
spins cannot cope with issue (7). Therefore, in order to
clarify fully the origin of MR, a more systematic experimen-
tal data (regarding the Fe-Co ratio or the effect of the dimen-
sionality of the system) as well as the theoretical calculations
directly on the transport properties shall be required.
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